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Abstract  

This article analyzes the concepts of ”big data”, ”personal data”, ”maintaining data 

control”, ”the right to be forgotten”, all this in the context of the new legislation 

imposed by the European Union. The question is whether the new European legislation 

has positive or negative effects on social development? The material emphasizes the 

fact that, in the context of the current impressive development of information 

technology, the recent Regulation (EU) 2016/679 of the European Parliament and of the 

Council, dated 27 April 2016, concerning the protection of natural persons with regard 

to the processing of personal data, as well as free movement of such data, seems to be 

in contrast, and may have negative effects on the development of the economy. 
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1. About the Big Data   
The Big Data ”is an emerging area applied to manage datasets whose size is 

beyond the ability of commonly used software tools to capture, manage, and timely 

analyze that amount of data. The quantity of data to be analyzed is expected to double 

every two years” (IDC, 2012; Michael and Miller 2012: pp. 22-24; IEE BigData 2018). 

All these data are very often unstructured and ”from various sources such as social 

media, sensors, scientific applications, surveillance, video and image archives, Internet 

search indexing, medical records, business transactions and system logs” (IEE BigData 

2018). 

Big data is ”gaining more and more attention since the number of devices 

connected to the so-called “Internet of Things” (IoT) is still increasing to unforeseen 

levels, producing large amounts of data which needs to be transformed into valuable 

information” (MIT 2014; IEE BigData 2018). ”Additionally, it is very popular to buy 

on-demand additional computing power and storage from public cloud providers to 

perform intensive data-parallel processing. In this way, security and privacy issues can 

be potentially boosted by the volume, variety, and wide area deployment of the system 

infrastructure to support Big Data applications” (IEE BigData 2018). 

It has been repeating for many years the consideration that the one we live in is 

the information society, but this synthesis of the current relevance recognized in all 
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areas to the processes of generation, processing and communication of information data 

is not an immutable acquisition, a definitive arrival point. On the contrary, the 

informative phenomenon is varied over time due to the different parameters concerning 

its distribution, size and the possibility of an effective analysis of the contents. 

With regard to the first aspect, it should be noted that the information is not 

uniformly distributed as regards the usability of the same. First of all, it is necessary to 

distinguish between accessibility and data exploitation capacity; factors that concur then 

both to concentrate the information power in groups of subjects gradually more limited, 

up to what we could define the ”gentlemen of data” (The traditional notion of the 

individual's lordship on information concerning him seems weakened in favor of the 

holders of information and calculation resources, which have considerable information 

power deriving from the control over the management of data, such as to evoke the 

notion of lordship). 

Again we are in the presence of a limited number of operators in whose hands is 

concentrated a great wealth of information and who have the opportunity to choose who 

can access it, very often in exchange for an economic benefit. 

An element that completes the illustration of the power held by ”gentlemen of 

data” is psychological in nature. Recent studies have in fact shown how the awareness 

of the availability of multiple information online induces the subjects to memorize less 

than what is learned and to focus instead the memory on where the data are located. 

From this complex context, summarily summarized here, the ”gentlemen of data” and 

their immense power are born. 

It is therefore evident that those who manage large amounts of data are thus able 

to acquire a predictive capacity on the future to the other foreclosed, constituting an 

undoubted advantage, both in competitive terms for the companies, both in terms of 

social control for the states and for the groups of power. 

 

2. General Data Protection Regulation 

The legal definition of ”personal data”, contained in the recent ”Regulation (EU) 

2016/679 of the European Parliament and of the Council, of 27 April 2016, concerning 

the protection of natural persons with regard to the processing of personal data, as well 

as the free movement of such data and which repeals Directive 95/46/EC (General Data 

Protection Regulation)” - which is known to be directly applied in all EU Member 

States from 25 May 2018, highlights the complexity of legal issues, raised from 

collection and subsequent processing operations performed on personal data. According 

to the art. 4, par. 1, n. 1 of the aforementioned Regulation, ”personal data” means ”any 

information concerning an identified or identifiable natural person ("concerned"); an 

identifiable natural person can be identified, either directly or indirectly, with particular 

reference to an identifier such as a name, an identification number, location data, an 

online ID or one or more characteristic elements of his physical identity, physiological, 

genetic, psychological, economic, cultural or social”. 

The amplitude of the definition is such that only the anonymous data cannot be 

traced back to it and once it is established that the information is directly or indirectly 

connected to a physical person it is necessary to ”reckon” with the complex architecture 

outlined by the Regulation , based on the principles of "privacy by design" and "privacy 

by default", as well as, more generally, by a general criterion of accountability. From 
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this point of view, the Project aims to analyze the constraints imposed by the 

Regulation underlying the processing of personal data, the obligations imposed on the 

data controller, with particular attention, considered the focus of the research, to the 

limits deriving from the communication of data, for the purposes underlying the 

original collection, to non-EU subjects (Moura and Serrão 2015). 

In the awareness that personal data, although increasingly frequently placed under 

the lens of economic evaluation and consequently its central importance in the digital 

economy, represents, as a priority, a component of the personal identity of the person to 

whom the data refers. A person ”who maintains a control over that data, exercisable 

through various prerogatives recognized expressly by law”. In this regard, ”the right to 

delete personal data”, enshrined in art. 17 of the aforementioned Regulations and the 

”right to be forgotten, declined in different meanings by national and Community 

jurisprudence”. The research, therefore, aims to ”reconstruct the rights recognized to the 

person (physical person to whom the personal data refer) with particular regard to the 

claim of the cancellation and the right to be forgotten, so as to detect if they are 

independent, distinct claims that is, one from the other and if, above all, we are dealing 

with claims that can be exercised ad libitum”. Finally, but not least, it is necessary to 

question the possible uses of the information gathered, on a large scale. Stringent, in 

fact, are the limits in the case in which the data are processed with automated processes 

in a particular way in the emerging cloud computing computational paradigm. Article. 

22 of the Regulation establishes, in fact, the right of the interested party "not to be 

subjected to a decision, based solely on automated processing, including profiling, 

which produces legal effects that affect it or significantly affects its person". There are 

two key concepts on which this prediction is based and consequently, the recognition of 

the right of the data subject to escape the treatment: the automated treatment and the 

decision based solely on it. Two concepts on which the research will focus attention, so 

as to evaluate the limits of profiling, which in fact represents an automated treatment, 

increasingly widespread in the digital economy (Marques and Serrão 2013; Serrão, 

Rodriguez and Delgado 2011; pp. 129-139). 

The power front deriving from big data and the largely hidden nature of the same, 

we must ask ourselves about the remedies that can be introduced in order to limit the 

asymmetries and the implications in terms of social control that derive from them. In 

this regard it does not seem appropriate to resort to drastic remedies such as the 

obligation to delete information after a certain time. Obligation that, in the context of 

free online access information, we would like to refer to the right to be forgotten. 

Without dwelling on the known difference between the right to delete data and the right 

to be forgotten, it should however be noted that such a solution seems scarcely feasible 

in relation to online communications and not very efficient with respect to the creation 

of large databases. To this we must add that in many cases the databases on which the 

elaborations under consideration are carried out do not necessarily contain personal 

data, but they are not therefore less relevant for predictive purposes (Serrão, Neves, 

Kudumakis, Barker and Balestri 2003: p. 648). 

In other words, the methods of intervention seem to be more effective in reducing 

and redistributing the information power held by few and in limiting possible abuses. 

To do this, we need to act both on the market, stimulating competition and thus 
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favoring the pluralism of actors, as well as on accessibility to information. In fact, if the 

data held by the subjects in question were largely accessible, it would open to new 

interested parties the possibility to draw from the same inferences (not only large 

operators not yet present in the market, but also large groups of individuals able to 

aggregate beyond the critical threshold the limited resources of each). 

The importance assumed in terms of information power from large concentrations 

of data, together with the strategic value also for the nations of the same, should then 

lead to evaluate the adoption of forms of control of such aggregations of data, providing 

for specific independent supranational authorities and introducing notification 

obligations (De Cristofaro,  Soriente, Tsudik, and Williams 2012: p. 287; Jutla, Bodorik 

and Ali 2013: pp. 39-45). It is no coincidence that the notification of the establishment 

of the new databases was one of the obligations characterizing the first legislation on 

the processing of personal data, in a time when IT resources were the heritage of a few, 

centralized in specific places and porters (for those years ) of an unimaginable power of 

control. The analogy between the era of the main frames and the current one of cloud 

computing and big data is significant, because once again (while remaining a 

distributed computer power) large IT resources are concentrated in the hands of a few 

subjects and are also physically aggregated into huge data centers. It is therefore once 

again possible to know who creates such large databases, who manages them and, 

therefore, put in place the control activities necessary to guarantee the security of 

information concerning citizens (Tankard 2012). 

In this sense, the creation of supranational control authorities should on the one 

hand affect the standardization of services in terms of security, but should also serve as 

a tool to monitor and possibly contain both the invasive claims of governments and the 

possible abuses of the holders / big data managers (Juels and Oprea 2013). 

Given the new "personal data" regulation contained in the recent Regulation (EU) 

2016/679 of the European Parliament and of the Council, dated 27 April 2016, 

concerning the protection of natural persons with regard to the processing of personal 

data, as well as free movement of such data, this solution could appear to be in contrast 

with the spontaneous evolution of information and business processes, and to be seen as 

an undue interference of public powers in the development of economic systems and 

models, nevertheless it should be remembered that precisely the international dimension 

of internet has progressively led to a revision of the initial dogma centered on the 

simple self-regulation of users. In a society heavily influenced by information, by its 

appropriation and management, it does not seem so illogical that these resources, if they 

assume very significant proportions, are placed under limited control as is the case for 

other vital and strategic resources (from nuclear power plants to air spaces). This is 

obviously a very long and tortuous path because it requires international synergies, but 

it should be started as soon as possible, perhaps using existing organisms, to avoid 

introducing forms of regulation when it will be too late. Obviously it is appropriate to 

appropriately scale the intervention, addressing it not to any data farm made in any part 

of the globe, but only to those that have an absolutely relevant size or that, due to the 

data processed (eg national and military security) (Hand, Ton and Keller 2013), are of 

primary importance. 

A final critical profile that needs to be overcome concerns the role of Europe in 

the context of the aggregation processes of the information taken into consideration. In 
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this regard, the comparison with the USA is important and a position of advantage is 

found on the latter. In terms of public data management, the United States boasts not 

only a structural homogeneity that is still unknown to the young European Union, but 

has also invested significant resources in the modernization of the same through the use 

of cloud computing technologies, encouraging the aggregation of the bases of data, a 

necessary precondition both for the increase and the exercise by the public subjects of 

their information power, and for the democratic accessibility to such information 

(Advantech 2013; Agrawal, Das, and El Abbadi 2011: p. 580,). On the private side, 

then, although it is undeniable that the big European companies are fully part of the big 

data managers, but the excellence of US companies in some strategic ICT sectors 

(search engines, cloud computing services, platforms UGC, social network) (Chen and 

Shi 2009: p. 95; Rodríguez, Rodríguez, Carreras and Delgado 2009; Feamster 2014; 

Gross and Acquisti 2005: pp. 71-80), put the latter in a position of advantage, given that 

precisely in the areas most closely related to ICT we are witnessing the largest data 

flows. In a geo-political and industrial policy perspective, this structure may prove to be 

a weakness for European countries, in terms of loss of control over citizens' data and the 

assignment of management of strategic information to foreign subjects. It is perhaps not 

by chance that the idea of a stronger personal data protection centered on the concept of 

belonging to the Union of the person to whom the information refers has recently come 

forward, as it is no coincidence that European industry is urged to take on a more 

relevant role in the implementation of new IT architectures. Disregarding such 

solicitations, can be a risk because it involves the use of services provided by 

companies linked to powers and conditioned by foreign legal rules, which can 

potentially pursue finality purposes from those of citizens and states of the Union. It is 

therefore necessary both to stimulate competition in the development of new ICT 

technologies, and to strengthen the regulatory framework for protecting information. 

The power of big data and the largely hidden nature of it, we must build 

mechanisms that can be introduced in order to limit the asymmetries and the 

implications in terms of social control that derive from them. In this regard it does not 

seem appropriate to resort to drastic remedies such as the obligation to delete 

information after a certain time. Obligation that, in the context of free online access 

information, we would like to refer to the right to be forgotten. 

To this we must add that in many cases the databases on which the elaborations 

under consideration are carried out do not necessarily contain personal data, but they 

are not therefore less relevant for predictive purposes. 

In other words, the methods of intervention seem to be more effective in reducing 

and redistributing the information power held by few and in limiting possible abuses. 

To do this, we need to act both on the market, stimulating competition and thus 

favoring the pluralism of actors, as well as on accessibility to information (Goldwasser, 

Gordon, Goyal, Jain et. al. 2014: p. 580; Gentry 2009; Gentry 2010; Dohi and Uemura 

2012: p. 1751). In fact, if the data held by the subjects in question were largely 

accessible, it would open to new interested parties the possibility to draw from the same 

inferences (not only large operators not yet present in the market, but also large groups 

of individuals able to aggregate beyond the critical threshold the limited resources of 

each). 
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The importance assumed in terms of information power from large concentrations 

of data, together with the strategic value also for the nations of the same, should then 

lead to evaluate the adoption of forms of control of such aggregations of data, providing 

for specific independent supranational authorities and introducing notification 

obligations. It is no coincidence that the notification of the establishment of the new 

databases was one of the obligations characterizing the first legislation on the 

processing of personal data, in a time when IT resources were the heritage of a few, 

centralized in specific places and porters (for those years ) of an unimaginable power of 

control. The analogy between the era of the main frames and the current one of cloud 

computing and big data is significant, because once again (while remaining a 

distributed computer power) large IT resources are concentrated in the hands of a few 

subjects and are also physically aggregated into huge data centers. It is therefore once 

again possible to know who creates such large databases, who manages them and, 

therefore, put in place the control activities necessary to guarantee the security of 

information concerning citizens. 

Personal data ”is any information that relates to an identified or identifiable living 

individual. Different pieces of information, which collected together can lead to the 

identification of a particular person, also constitute personal data” [Articles 2, 4(1) 

and(5) and Recitals (14), (15), (26), (27), (29) and (30) of the GDPR; WP 

01245/07/EN, WP 136 Opinion 4/2007 on the concept of personal data; Article 29 

Working Party Opinion 05/2014 on Anonymisation Techniques].  

Personal data ”that has been de-identified, encrypted or pseudonymised but can 

be used to re-identify a person remains personal data and falls within the scope of the 

law„ [Articles 2, 4(1) and(5) and Recitals (14), (15), (26), (27), (29) and (30) of the 

GDPR; WP 01245/07/EN, WP 136 Opinion 4/2007 on the concept of personal data; 

Article 29 Working Party Opinion 05/2014 on Anonymisation Techniques]. 

”Personal data that has been rendered anonymous in such a way that the 

individual is not or no longer identifiable is no longer considered personal data. For 

data to be truly anonymised, the anonymisation must be irreversible” [Articles 2, 4(1) 

and(5) and Recitals (14), (15), (26), (27), (29) and (30) of the GDPR; WP 

01245/07/EN, WP 136 Opinion 4/2007 on the concept of personal data; Article 29 

Working Party Opinion 05/2014 on Anonymisation Techniques]. 

The law ”protects personal data regardless of the technology used for processing 

that data – it’s technology neutral and applies to both automated and manual processing, 

provided the data is organised in accordance with pre-defined criteria (for example 

alphabetical order). It also doesn’t matter how the data is stored – in an IT system, 

through video surveillance, or on paper; in all cases, personal data is subject to the 

protection requirements set out in the GDPR” [Articles 2, 4(1) and(5) and Recitals (14), 

(15), (26), (27), (29) and (30) of the GDPR; WP 01245/07/EN, WP 136 Opinion 4/2007 

on the concept of personal data; Article 29 Working Party Opinion 05/2014 on 

Anonymisation Techniques]. 

”Processing covers a wide range of operations performed on personal data, 

including by manual or automated means. It includes the collection, recording, 

organisation, structuring, storage, adaptation or alteration, retrieval, consultation, use, 

disclosure by transmission, dissemination or otherwise making available, alignment or 

combination, restriction, erasure or destruction of personal data. The General Data 
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Protection Regulation (GDPR) applies to the processing of personal data wholly or 

partly by automated means as well as to non-automated processing, if it is part of a 

structured filing system„ [Article 4(2) and(6) of the GDPR]. 

DPAs are ”independent public authorities that supervise, through investigative 

and corrective powers, the application of the data protection law. They provide expert 

advice on data protection issues and handle complaints lodged against violations of the 

General Data Protection Regulation and the relevant national laws. There is one in each 

EU Member State” (Regulation (EU) 2016/679). 

Generally speaking, ”the main contact point for questions on data protection is 

the DPA in the EU Member State where your company/organisation is based. However, 

if your company/organisation processes data in different EU Member States or is part of 

a group of companies established in different EU Member States, that main contact 

point may be a DPA in another EU Member State” [Article 4(16), Chapter VI (Articles 

51 to 59) and Recitals (117) to (123) of the GDPR; Article 29 Working Party 

Guidelines on the Lead Supervisory Authority, WP 244; Article 29 Working Party 

Guidelines for identifying a controller or processor’s lead supervisory authority, and 

Annex II].   
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